15.4 When Significant is Not Significant 
A debate was initiated in Sec. 12.4.2 on the real meaning of statistical significance. It primarily emphasized that statistically significant result may not have any medical significance. Let us carry this debate further in this section at the risk of some duplication.

15.4.1 The Nature of Statistical Significance

As already emphasized, nearly all information in health and medicine is empirical in nature. It is gathered from samples time to time. Besides all other sources mentioned in Chap. 1, the samples are a big source of uncertainty by themselves. Samples tend to differ from one another. For instance, there is no reason why 10-year survival rates of cases of breast carcinoma in two groups of women, the first born on odd dates of any month and the second on even dates, should differ. But there is a high likelihood that the rates would be different in a sample of women of this type. To recapitulate, this sampling fluctuation depends primarily on two considerations: (a) the sample size n, and (b) the intrinsic interindividual variability in the subjects. The former is fully under control of the investigator. The latter is not under human control but an appropriate design can still minimize its influence on medical decisions. The sources of uncertainty other than those intrinsic in the subjects, such as observer variation and inadvertent measurement errors, are controlled by adopting a suitable method of data collection. 

The purpose of mentioning this again is to repeat that sample size plays a dominant role in statistical inference. As demonstrated earlier, larger n could substantially reduce the SE. This helps to increase the reliability of the results when based on the averages kind of summary measures. A narrow CI is then obtained, which can help in drawing a focused conclusion. Inference from a test-of-hypothesis procedure can be drawn with less chance of error when n is larger. However, a side effect of a large n is that a very small difference can become statistically significant. This difference may or may not be medically relevant. 

Besides the sample size, which can sometimes cause problems, the level of statistical significance can also create confusion. Statistical significance is said to have reached when the probability of Type-I error is very low. Most use 0.05 as the threshold but sometimes 0.10 or 0.01 is also used. Whereas P < 0.01 implies P < 0.05, P < 0.10 does not imply P < 0.05. If P < 0.08, the result would be statistically significant at ( = 0.10 but not at ( = 0.05. This shows that caution is needed in drawing conclusions from statistical significance. Some of these are explained next. 

1. Whether or not a statistically significant result has any medical significance. You may wish to revisit Example 12.12 in which the relief rate from sore throat within a week by a drug is 73 percent as opposed to 70 percent generally seen in subjects not receiving any drug. The sample size was n = 800. Because of such large n, the difference is statistically significant (P < 0.05). This example highlights two other aspects of the nature of statistical inference. (a) Statistical significance only means that probability of no difference in the target population is extremely small. It does not say how much difference is present. It cannot be concluded in this example that the difference is 3 percent. If n is really very large, even a difference of 1 percent would become statistically significant. (b) Even if it is assumed that the drug really increases the relief rate from 70 to 73 percent, the question of medical relevance is whether this rise of 3 percent makes it worth taking the drug. There is a cost involved, not just the price of the drug but also efforts in procuring it and inconvenience of ingesting it. Also there is always a possibility of side effects. Thus, it is important that physicians specify the minimum difference the drug must make for it to be acceptable as a better treatment modality. If this is, say, an increase of 10 percent in relief rate, obviously the sample of 800 in this example does not pass the drug. In fact, if the observed difference in the sample is 15 percent, it may still fail the test of minimum 10 percent.   

2. Whether or not a plausible medical reason is available for the observed difference. In the preceding example, it can probably be safely concluded that the increase in relief rate is due to the effect of the drug. Sometimes the difference is difficult to explain. Consider a random sample of 24 male and 15 female patients with leukemia. Suppose 4 males and 7 females survive for 5 years. The difference in their survival rate is statistically significant because P is less than 0.05 for one-sided H1. No worthwhile reason may be available for this difference in their survival rate. When the level of significance is 5 percent, there is a 1 in 20 chance that false significance is obtained. On the other hand, there might hitherto unknown factors that could account for such a difference, and the difference could be real. For example, an inborn resistance in females, which leads to their greater longevity, may be an explanation. Statistical significance without proper medical explanation is rarely useful. However, such an explanation may not be immediately available in some situations and may emerge later. 

3.  Whether or not the P-value obtained is sufficiently small. The convention is to use a threshold of 0.05 to label a P-value small or large, but this is not uniformly applicable in all cases. In cases where the consequence of accepting H1 can be grave, as in the case of accepting a drug with major side effects, a smaller ( level such as 0.01 should be used. On the other hand, an inflated threshold such as 0.10 can be used in behavioral research (e.g., the opinion on optimum size of sibship reported by males and females, or by people of lower and upper socioeconomic status).  


A result may be statistically significant at the 10 percent level but not at the 5 percent level. This may be misused to convey the result in either way as illustrated in the following example.

Table 15-11 Rise in blood pH inpatients with acid peptic disease after a treatment

	pH rise in the drug group:

	0.87
	1.58
	0.53
	–1.95
	1.88
	2.51

	0.08
	2.89
	2.03
	1.81
	1.32
	0.32

	0.09
	0.71
	1.29
	1.67
	2.53
	1.78

	
	
	
	
	
	

	pH rise in the control group:

	–0.41
	–0.38
	1.58
	0.54
	1.21

	1.09
	1.37
	–0.01
	–0.28
	1.14


Example 15.11 P-value between 5 and 10% for pH rise by a drug  

Table 15-11 gives the rise in blood pH concentrations in 18 patients with acid peptic disease after treatment for one month by a new drug. Ten patients receiving placebo were also investigated for rise in their pH concentration after one month. In these data,

pH rise in the drug group: Mean 
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= 1.219; SD s1 = 1.152;
pH rise in the control group: Mean 
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= 0.585; SD s2 = 0.788. 
The sample size is small and the data should be examined for violation of a Gaussian pattern. This was done by the procedures mentioned in Chap.8 separately for the data in the two groups. The details are not given here, but no serious violation was observed. The null hypothesis of equality of variances also could not be rejected by Levene’s test. Thus, you can go ahead with the pooled variance Student’s t-test.  

The pooled variance 

 
s2 = 
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    = 1.0827. 

In this case, df = 18 + 10 – 2 = 26. Thus, under H0: (1 = (2,

t26 = 
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     = 1.54. 

The alternative hypothesis in this case is one-sided (H1: (1 > (2) if the possibility of lower pH in the drug group is excluded. Since this is right-sided H1, the required P-value is P(t26 > 1.54). A statistical package gives this as 0.0675. Thus, the P-value is less than 0.10 but more than 0.05. If the threshold 0.10 is used, it can be claimed that the new drug does increase the blood concentration of pH in cases of acid peptic disease. This claim is not tenable at ( = 0.05.  The pharmaceutical literature on the drug may claim that ‘the drug is effective (P < 0.10)’. This statement is true but provides a different perception than saying that the drug was not proved effective in raising pH level at ( = 0.05. Thus, care is needed in judging the statement made in the literature as well as in making a statement. 

4. Whether or not statistical tests are used for several variables for the same group of subjects. The procedures mentioned in this chapter are applicable to only one variable at a time. If you measure arterial blood gases HCO3, PCO2, and PO2 in asthma patients and observe statistically significant (P < 0.05) alterations in all three gases individually, then composite conclusion jointly for all three of them should not be drawn. Multivariate methods are required when the variables are to be considered together. The results obtained in multivariate setups are not necessarily the same as those obtained by multiple tests on individual variables. 

Cupples et al. [14] have illustrated the problem of multiple testing. In their data, individual tests on baseline levels of systolic BP, cholesterol, blood sugar, relative weight, age, lung capacity, uric acid, and ventricular rate revealed statistically significant (P < 0.05) differences between those who developed coronary heart disease (CHD) in the long run and those who did not. Only the Hb level was not different (P = 0.97) and perhaps cigarette smoking (P = 0.061). This analysis of individual variables ignores the possible correlation among some of these variables, for example, between age and lung capacity, and between systolic BP and cholesterol level. This can make the difference in some variables unnecessarily significant when it actually is a by-product of the difference in variables that are correlated. The second problem with this analysis is that the actual probability of Type-I error is much higher. There are 10 variables in this analysis and a separate test has been used for each variable at the 5 percent level. Thus, ( = 1– (1 – 0.05)10 = 0.40. When multivariate analysis (such as the discriminant of Chap. 19) is done, blood sugar, lung capacity, uric acid and ventricular rate fail to be significant contributors to the long-range development of CHD. On the other hand, cigarettes smoked then become significant, which were not in univariate analysis. This example illustrates that you have to be on guard not only when you draw conclusions regarding statistical significance in your data but also when using the results of other studies if multiple variables are involved. 

5. Whether or not multiple tests are used on the same variable. In a study on referral behavior, suppose data are collected from 20 physicians on the number of patients referred on various days of the week in a 10-week period. The hypothesis under test is whether the mean number of referrals on Fridays is different from those on weekdays. Let the difference between Friday and other weekdays not be statistically significant (P ( 0.05) for 19 physicians and significant (P < 0.05) for one particular physician. Can it be concluded that this physician has behavior different from the others? Recollect that P < 0.05 implies that there is less than 5 percent chance of the difference really being present in the target population. But this also means that nearly 1 in 20 samples can give P < 0.05 even when H0 is true. That is, rejecting H0 in one case out of 20 can be in error. On the basis of chance alone, 1 out of 20 samples can lead to a wrong conclusion. Thus, not much value can be attached to one physician yielding P < 0.05 out of 20 physicians. 


The problem of multiple comparisons is already discussed earlier in this chapter. When ignored, this also can result in statistical significance when in fact no significance is present. 

6. Whether or not the size of the sample is adequate. Frieman et al. [15] reexamined 71 negative trials to determine whether a sufficiently large sample was studied. Negative trials are those that report that a difference is not statistically significant. They concluded that 50 of these trials had a greater than 10 percent risk (Type-II error) of missing a true 50 percent therapeutic improvement. This happened because the size of the sample was not sufficiently large. Dimmick et al. [16] reported similar findings for surgical trials. The sample size must be adequate to inspire confidence that a medically relevant different would not go unnoticed. The following example explains this problem.

Table 15-12 Duration of taking tranquilizer in support group and conventional group

	
	Tranquilizer support group
	Conventional management group

	Still taking tranquilizer after 16 weeks
	  5
	10

	Stopped taking tranquilizer by 16 weeks
	10
	  5

	Total
	15
	15


Example 15.12
Limitation of sample size in negative trials

Table 15-12 contains results of a trial in which patients receiving a regular tranquilizer were randomly assigned to continued conventional management and a tranquilizer support group. The null hypothesis is that the two groups are similar. Under this H0, the expected frequency in each cell is 15(15/30 = 7.5. Since no expected frequency is less than 5, chi-square can be safely applied. When Yates' correction for continuity is applied, (2 = 2.13 and P > 0.05 at one df. Note that the number of patients who stopped taking the tranquilizer in the support group is twice that in the conventional group. Yet the difference is not statistically significant. There is a clear case of a trial on a larger n. If the same type of result was obtained with n = 30 in each group, then the difference would be statistically significant.

Side Note: You may wish to do this is as an exercise and examine whether significance is achieved with n = 30 in each group. 

Example 15.12 also brings in the question of distinction between significant, real, and important. As already demonstrated, a very large n can make a medically unimportant difference statistically very significant. A statistically significant difference is very likely to be real although there is a small chance that it is not real. On the other hand, a real difference may not be statistically significant if n is small. Similarly, a large and medically important difference can also be statistically not significant if n is not sufficiently large. A real difference if it is small such as 3 mg/dL in average total plasma cholesterol between treatment responses in males and females, can be medically unimportant or of no prognostic consequence. 
7. Whether or not averages are masking the differences present in a large section of the subjects.
Averages can be deceptive, and there is always a need to be cautious when interpreting them.  As mentioned earlier, very small and very large values together could produce a middling kind of mean. Similarly, large variation between individuals can mask the difference between two or more groups. This is illustrated in the next example.

Table 15-13 Rise and decline in pH in cases and controls in Table 15-11

	
	Rise in pH
	Decline in pH
	Total

	Cases
	17
	1
	18

	Controls
	  6
	4
	10


Example 15.13
Difference masked by means is revealed by proportions

Consider the data in Table 15-11 on pH rise after a drug in cases with acid peptic disease.  Four of 10 controls exhibited a decline while only one of 18 cases with acid peptic disease had a decreased pH value. Thus Table 15-13 is obtained. 


The frequencies expected under the null hypothesis of no association are small for the cells in the second column. Thus Fisher's exact test is needed. This gives P = 0.041 for one-sided H1. This is sufficiently small for H0 to be rejected at the 5% level. The conclusion now is clearly in favor of the drug, This is different from the one obtained earlier in Example 15.11 on the basis of comparison of means. Which one should you believe? The answer depends on the objective of the study. If any rise, small or large, is more relevant than the magnitude, then the method based on Fisher’s exact test is more valid. If the magnitude of rise is important, then the test based on means is more valid.
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